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Abstract—Edge computing seeks to enable applications with strict latency requirements by utilizing compute resources deployed
closer to the users. The diverse, dynamic, and constrained nature of edge infrastructures necessitates a flexible orchestration
framework that dynamically supports application QoS requirements. However, existing state-of-the-art orchestration platforms were
designed for datacenter environments and make strict assumptions about underlying infrastructures that do not hold for edge
computing. This work proposes a novel hierarchical orchestration framework specifically designed for supporting service operation over
edge infrastructures. Through its novel federated cluster management, delegated task scheduling, and semantic overlay networking,
our system can flexibly consolidate multiple infrastructure operators and absorb dynamic variations at the edge. We comprehensively
evaluate our proof-of-concept implementation – Oakestra – against state-of-the-art solutions in both controlled and realistic testbeds
and demonstrate the significant benefits of our approach as we achieve ≈ 10× and 30% reduction in CPU and memory consumption,
respectively.

Index Terms—Edge Orchestration, Kubernetes, Resource Allocation, Hierarchical Scheduling
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1 INTRODUCTION

W ITHIN almost a decade since its inception, edge com-
puting has found a wide range of use cases in both

industry and research, especially for supporting sophisti-
cated services like AR/VR, live video analytics etc. [1]–[3].
However, despite significant interest in the field, there have
only been a handful of real-world demonstrations of the
paradigm so far [4]. We attribute the cause to the following
reasons. Firstly, the resource capacity significantly decreases
as we move out of the datacenter silos and towards the net-
work’s edge to match the close-proximity requirements [5]
and smaller form factor specialized hardware with CPU,
GPU, TPU and VPU become more prevalent [6], [7]. How-
ever, unlike siloed deployment of cloud datacenters, set-
ting up edge infrastructures requires significant investment
and planning as the compute fabric co-exists alongside its
users, e.g., in base stations, city-owned properties, public
transport, etc. [4], [8]–[11]. Furthermore, the benefits of
edge computing are only apparent when there is a dense
availability of computing resources [1], [12]–[14].

Secondly, the majority of de-facto resource orchestra-
tion and application deployment frameworks, e.g., Kuber-
netes [15], K3s [16], KubeFed [17], etc., are either off-shoot
branches or adoptions of datacenter-oriented solutions and,
therefore, struggle to leverage the edge. Specifically, such
approaches make strong assumptions regarding the under-
lying infrastructure’s consistent reliability and reachability,
which does not hold for edge computing. Similarly, finding
optimal service deployment in a loosely coupled infrastruc-
ture spanning vast geographical regions has been proven to
be a non-trivial problem [18]–[20], which is almost entirely
overlooked by such works. Furthermore, almost none of
the existing scheduling platforms can currently support the
significant heterogeneity and diversity in processing, net-
working [13], [21], and availability of resources [22], which
are synonymous with edge computing.

This paper presents a flexible hierarchical orchestration

framework that overcomes the many challenges of edge
infrastructures and workloads. Our system allows multiple
operators to contribute their resources to shared infrastruc-
ture and retain administrative control – thereby significantly
reducing the effort to achieve a dense computing fabric at
the edge. The key innovation lies in the edge-focused design
of our system components that allows the framework to
cope with infrastructure complexity while providing ap-
plication developers familiar experience for deploying and
managing their services. Specifically, we make the following
contributions:

(1) We propose a hierarchical resource orchestration scheme
that decomposes the control-plane management across seg-
regated tiers of clusters. Each resource is managed by its
local cluster orchestrator which coordinates with its parent
orchestrator for exchanging aggregated statistics and de-
ployment commands. Our approach allows flexible infras-
tructure scaling at the edge by providing context separation
between resources managed by different cluster operators
(§3).

(2) We propose a delegated service scheduling mechanism that
decentralizes the task placement problem across the hierar-
chy to effectively support service deployment at scale (§4).
Similar to cloud systems, application developers can define
high-level service operational requirements using our SLA
definition. Our system offloads the SLA to best-candidate
cluster orchestrators, which then find a suitable resource for
supporting the service within their operational boundaries.
We also present a novel latency and distance placement (LDP)
algorithm that optimizes latency and geographical distance
constraints while deploying services at the edge.

(3) We design a robust overlay network that enables service
interactions across edge resources in different (private) net-
works without overheads (§5). Through our novel semantic
addressing scheme, we can dynamically (and transparently)
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adjust communication endpoints in response to infrastruc-
ture changes, e.g., service migrations, resource failures, etc.,
ensuring uninterrupted service interactions. Our network-
ing component also supports edge-oriented load balancing
policies, e.g., connecting to the closest instance, effectively
utilizing the geographically vast and diverse edge comput-
ing infrastructures.

(4) We implement Oakestra, which is lightweight and
features compatibility with technologies popularly used in
modern cloud applications (§6). Our extensive evaluation
conducted in both high-performance computing and real-
istic edge-like infrastructures shows that Oakestra con-
sistently outperforms the state-of-the-art by a large mar-
gin and efficiently integrates heterogeneous resources (§7).
Our experiments using realistic edge workloads (e.g., live
video analytics) highlight the effectiveness of Oakestra
for supporting distributed microservice-based applications
on edge infrastructures. Our results show up to 10× lower
CPU overhead and 60% reduction in service deployment
time. Under heavy loads, our platform reduces resource
utilization by ≈ 20% than its closest competitor.

2 BACKGROUND AND RELATED WORK

Most available service scheduling and monitoring frame-
works were designed for datacenter environments. Of these,
Kubernetes [15] is the most popular orchestration system in
production, used by ≈ 59% large organizations [23], and
has been touted by many as the primary solution for man-
aging edge infrastructures. However, Kubernetes’ inherent
operation makes strong assumptions about the underlying
infrastructure, which was found to be its primary limitation
when ported to the edge [24]. Specifically, the platform
requires all resources to be in the same cluster and directly
reachable (similar to datacenters) – requiring a close cou-
pling between the orchestrator and workers. Additionally,
the default service scheduling policies in Kubernetes are not
suited for heterogeneous and diverse edge infrastructures
as they do not consider metrics such as end-to-end latency,
geographical locations, etc. Other frameworks, such as
KubeEdge [25], K3s [16], Microk8s [26], and KubeFed [17],
have re-architected Kubernetes to make it lightweight and
suitable for edge computing. However, recent explorations
have also found these to be restrictive, partly since they
inherit the strong infrastructure assumptions of Kubernetes
in their design as well [27]. On the other hand, our proposed
hierarchical orchestration framework is designed from the
ground-up to support edge computing infrastructures and
workloads through constraint-aware delegated scheduling
(§4) and semantic overlay networks (§5).

Only a few works have explored the effective or-
chestration of edge servers from a research standpoint.
CloudPath [28] envisions a multi-tier on-path computing
paradigm that allows stateless functions to be deployed
closer to end-user and IoT devices. Projects like Het-
eroEdge [29] or SpanEdge [30] cater specifically to sup-
port streaming-based applications on edge servers while
FogLamp [31] focuses on data management at the edge.
VirtualEdge [32] aims at supporting orchestration at the
edge but is limited to cellular networks.

Researchers have also proposed hierarchical scheduling
solutions for the edge similar to ours [33]–[35]. Most of
these approaches exploit different domain knowledge by
distributing the scheduling across the cloud-to-edge hierar-
chy. In [36], the authors present an autonomous hierarchical
scheduling approach that distributes service tasks on a
cloud-to-edge continuum. However, while the focus of these
works is to design a service scheduling solution for the
edge, we provide an orchestration solution that offers both
service and resource management for edge infrastructures.
Additionally, as we show in §7, Oakestra significantly
outperforms production orchestration frameworks, thereby
demonstrating its suitability for edge computing.

3 FRAMEWORK OVERVIEW

3.1 Challenges & Design Motivations
Previous research has shown that both service deploy-
ment and resource management in distributed edge in-
frastructures are non-trivial problems, primarily due to the
heterogeneity and dynamicity of the environment, which
convolutes with increasing scale [18]–[20]. Simultaneously,
since the coverage area and capacity of edge servers is
significantly smaller than cloud datacenters, application
providers are likely to deploy multiple service instances
with specialized operational requirements to maximize their
client’s quality of experience (QoE) [37]. As a result, orches-
tration platforms designed to support edge computing must
propose solutions to two significant challenges. Firstly, the
platforms should not only incorporate the heterogeneous
edge hardware but also support a consolidated, shared in-
frastructure that allows (a) application developers to utilize
edge resources regardless of their ownership, and (b) all
participating operators to retain complete contextual and
management control over their resources [9], [38], [39]. Sec-
ondly, the framework must adapt to dynamic infrastructure
(and environment) changes without significantly affecting
already operational applications.

3.2 System Architecture
We propose a hierarchical orchestration framework for en-
abling edge computing applications over heterogeneous
edge resources. Through our system’s unique multi-cluster
resource management, multiple edge operators (e.g., ISPs,
cloud operators, city administration, private players, etc.)
can contribute their local deployments towards a shared
infrastructure while retaining administrative control [40]. As
a result, our framework provides a mechanism to realize a
dense edge computing fabric without requiring significant
deployment investments. Simultaneously, we allow appli-
cation providers to seamlessly migrate their services to the
edge by specifying high-level SLAs. To hide the complexity
in edge hardware and infrastructure management from ap-
plication providers, we design a delegated service scheduling
approach to effectively handle the scale, density, and hetero-
geneity at the edge. Similarly, our semantic overlay network
with in-built traffic tunneling allows application providers
to seamlessly utilize edge resources from different operators
without additional management overheads.

Figure 1 shows the high-level architecture of our orches-
tration framework. Instead of the flat master-slave design
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Fig. 1: System Architecture and Workflow.

(inherent to most orchestration solutions [16], [17], [25], [41],
[42]), our framework organizes edge infrastructure into hi-
erarchical clusters (see clusters A and B). Resources within a
cluster (workers) are owned and administered by the cluster
operator. We leave the definition of “cluster” purposefully
abstract as a single operator can deploy several clusters to
segregate its resources, e.g., by geographical regions. The
hierarchical management extends within each cluster with
many sub-clusters attached to their respective parents –
forming a tree-like hierarchy (as shown in cluster B). Such a
design allows infrastructure providers to logically separate
their resources in more specific zones, which would, in
turn, ease future scalability. For example, an ISP can operate
its infrastructure in different cities as clusters and regions
in each city as sub-clusters. We also allow independent
providers with under-utilized hardware to participate as a
single resource cluster operator in the global infrastructure.
We separate the resource and service management responsi-
bilities into different components such that both operations
can be performed independently of each other. Specifically,
system manager is responsible for resource availability and
fault-tolerance while service manager handles application
service deployment and lifecycle management. As shown in
the figure, our framework composes of three functional en-
tities – root, cluster, and worker. We now detail the operation
of each component.

3.2.1 Root Orchestrator
The root orchestrator is the centralized control plane of the
framework. The component is analogous to the “control-
plane” of Kubernetes [41] and is responsible for managing
participating resource clusters. We envision the root orches-
trator to be deployed in the cloud or a node reachable
from all clusters. Developers interested in deploying their
applications at the edge submit the application code and a
list of service level agreements (SLA) to the service manager
in root orchestrator via an API. The SLA includes high-level
operational requirements and constraints for service execu-

tion at the edge, e.g., virtualization technology, hardware
capacity, geographical location, etc. (detailed in §4.2). The
service manager notifies the system manager of the new
deployment request (step 1 ), which registers the service in
the local database. The system manager contacts the root
scheduler (step 2 ) to calculate a priority list of clusters best
suited to deploy the application. We design task placement
as a multi-step mechanism that distributes the scheduling
operation across schedulers in root and clusters (see §4).
The system manager is also responsible for registering
new clusters to the platform and coordinating information
exchange between the cluster and the root orchestrator.
Once the service is deployed, the service manager moni-
tors its operational requirements, e.g., service addressing,
external discovery requests, inter-cluster service-to-service
communication, etc., and takes remedial actions in case of
violations (see §5). The database stores the current state of all
submitted services and all reported operational information
from attached cluster orchestrators [43].

3.2.2 Cluster Orchestrator
Component-wise, the cluster orchestrator is a logical twin
of the root, but with management responsibility restricted
to resources in the cluster. Any infrastructure provider (e.g.,
ISP) can register its resources as a consolidated cluster
with the root orchestrator via an API. In this case, the
operator also assigns the orchestrator role to a node that
is ideally reachable by every other resource in the cluster.
The cluster orchestrator includes service manager, cluster
manager and cluster scheduler components – which per-
form similar operations to their counterparts at the root.
The cluster manager periodically updates the root system
manager with aggregated statistics of cluster utilization and
deployed services via the inter-cluster control link. Note that
the cluster orchestrator withholds minute information of its
member resources to retain administrative control within
cluster boundary (see §4.1 for resource management details).
Through delegated service scheduling, we exploit the logical
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information separation between root and the cluster and
the increased resource reachability within each cluster to
minimize the overhead for task deployment at the root.
Specifically, while scheduling services in the infrastructure,
the root scheduler only calculates a list of candidate clus-
ters by matching the service SLA constraints to aggregated
statistics of attached clusters. It further delegates the precise
service scheduling task to filtered cluster schedulers in
highest-priority-first fashion (step 3 and 4 ). As shown in
cluster B, a single cluster can host a multi-tier hierarchy of
sub-clusters – each sub-cluster operating as an independent
administrative domain of resources. Note that there is no
difference between a cluster and a sub-cluster from a system
perspective other than the parent resource that acts as the
orchestrator. In the case of a multi-tiered cluster hierarchy,
the service scheduling task is iteratively delegated down the
branch until a suitable edge server for deploying the service
is found (see §4 for details). Each cluster (and sub-cluster)
service manager periodically sends the health and QoS of
all operational services within its domain to its respective
parent (step 5 and 6 ).

3.2.3 Worker Node
We term edge servers responsible for executing services
as workers which are also the leaves of our orchestration
hierarchy. Each worker node has distinct capacity and capa-
bility, e.g., CPU cores, local disk size, supported execution
runtimes etc., which it reports to the cluster orchestrator at
the time of registration. If a worker is found suitable for the
requested service’s SLA constraints, the cluster orchestrator
instructs the worker’s NodeEngine to deploy the service
(step 7 ). The worker first reserves the required subnetwork
for service communication requirements and instantiates the
service inside the execution runtime (step 8 and 9 ). Each
worker node periodically reports its detailed utilization
metrics along with the health of operational services (e.g.,
SLA default alarms) to its cluster orchestrator via the intra-
cluster control link. It must be noted that we do not require
worker machines to have public IP addresses but instead
assume that workers within a cluster can only directly
access resources within the same (and parent) cluster. In
case a deployed service needs to communicate with another
service in the system (within same or across clusters), the
NetManager in the worker fetches the target IP address
from the cluster service manager (step 10 ) and establishes
the connection via an invisible tunnel (step 11 ). We detail
the network management in §5.

4 RESOURCE & SERVICE MANAGEMENT

The majority of existing orchestration frameworks, e.g.,
Kubernetes [15], K3s [16], etc. were designed for cloud
infrastructures and workloads [44] and, therefore, follow
a flat centralized (master-slave) management architecture.
Such platforms require all resources in the infrastructure to
be homogeneous and consistently available – an assumption
that does not always hold for edge infrastructures [45].
Previous research has shown service placement at the edge
to be an NP-hard problem [18]–[20], [46] which increases
in complexity as the variables in the system increase. Con-
sequently, frameworks that inherently rely on a centralized

orchestrator cannot operate at the edge without significant
overheads [18]. We overcome these challenges by decen-
tralizing the resource management and service scheduling
decisions across cluster tiers. Our design leverages the in-
creased resource reachability within cluster boundaries and,
thereby, reduces the dependencies over inconsistent inter-
cluster network links for control decisions.

4.1 Resource Management
As discussed in §3.2, edge resources in our system
participate in distinct clusters and sub-clusters. We de-
fined such a hierarchy as an oriented tree I such that
I = 〈C,E〉. C is the set of the clusters {Ci|Ci =
{Ri1...Rin, RiCO}; 0 < i, j ≤ |C|; i 6= j;Ril 6= Rjm}

⋃
C0, and

C0 = {RO}. Here, RO denotes the root orchestrator, RiCO is
the cluster orchestrator of the i-th cluster and Ril is the l-th
resource of the i-th cluster. We define the edges of this tree
E = Ec

⋃
{(C0, Ci)|@j(Cj , Ci) ∈ Ec}. Here, Ec is the set

of oriented edges, (Ci, Cj) denoting a inter-cluster control
link, i.e. a sub-cluster relationship between RiCO and RjCO
(see fig. 1).

Each resource Rin periodically pushes its current hard-
ware utilization (U in) and other defining characteristics (e.g.
location) to RiCO with update frequency λ(Rin) over the
intra-cluster link. By correlating U in to the maximum capac-
ity Cin of Rin reported at registration, RiCO can monitor the
available capacity of each resource in the cluster (denoted by
Ain). The frequent push-based resource status update retains
the time-sensitive communication within the cluster where
the network is not assumed to be a significant bottleneck.
This relieves the cluster orchestrator of unnecessary man-
agement and communication overheads as the infrastruc-
ture grows and the proximity between resources decreases
significantly. λ(Rin) can be different for each resource and
can be adjusted dynamically to balance between “most-
updated” information of Rin to network overhead caused by
frequent updates. For example, a worker may only publish
an update if its ∆ utilization crosses a threshold; or use age-
of-information to dynamically adjust the rate to optimize
for the system-at-large [47]–[51]. We leave the exploration of
such solutions for tuning update frequency to future work.

Similar to intra-cluster operation, update message ex-
changes are also push-based over inter-cluster links (Ci,
Cj). Each cluster orchestrator periodically sends the
distribution of available cluster and sub-clusters capaci-
ties, i.e. ∪(Ai) = 〈

∑
(Ai), µ(Ai), σ(Ai)〉 where Ai =

{Ai1, Ai2, . . . , Ain}
⋃
{Aj |∃j(Ci, Cj) ∈ E}, to the orchestrator

of the tier above. The aggregation allows different infras-
tructure operators to participate in the federated environ-
ment while obscuring the minute details of their resources
and network. Additionally, each operator can freely scale
up/down its cluster density without involving the parent
(or root) orchestrator.

4.2 Service Deployment & Scheduling
Application providers can deploy their services on edge
servers by specifying QoS requirements as service level
agreements (SLA) at the root orchestrator. Schema 1 shows a
high-level SLA description supported by our framework. In
addition to operational requirements already prevalent in
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c o n s t r a i n t s : [{
microserv ice id : { t ype : number} ,
p r o p e r t i e s : [{

memory : { t ype : i n t e g e r} ,
vcpus : { t ype : i n t e g e r} ,
vgpus : { t ype : i n t e g e r} ,
vtpus : { t ype : i n t e g e r} ,
bandwidth in : { t ype : i n t e g e r} ,
l a t e n c y : { t ype : number} ,
area : { t ype : s t r i n g} ,
l o c a t i o n : { t ype : s t r i n g} ,
threshold : { t ype : number} ,
r i g i d n e s s : { t ype : number} ,
convergence time : { t ype : i n t e g e r} ,
v i r t u a l i z a t i o n : { t ype : s t r i n g} ,
. . . } ] ,

. . . } ]

Schema 1: Service Requirement Descriptor.

Algorithm 1: Resource-Only Match
Input: An : Information about worker n.

Qτp,i : Requirements of i-th task of p-th service.
f(An, Qτp,i ): Resource selection strategy.

Output: Best worker W to run τp,i.

// Resource selection strategy examples:
// f(An, Qτp,i ) = arg maxn

[
(Acpun −Qcpuτp,i ) + (Amemn −Qmemτp,i

)

// ∧Qvirtτp,i
∈ Avirtn

]
// f(An, Qτp,i ) = firstn

[
Qcpuτp,i

≤ Acpun ∧ Qmemτp,i
≤ Amemn

// ∧Qvirtτp,i
∈ Avirtn

]
1 W ← f(An, Qτp,i )
2 return W

cloud environments, such as processing performance, net-
working requirements, virtualization needs, etc., the schema
allows developers to specify edge-specific restrictions, e.g.,
geographical location, specialized hardware, etc. Addition-
ally, developers can fine-tune the precision of scheduling
heuristics by enforcing convergence time and decision rigidness
metrics. Convergence time specifies the maximum allowed
time within which the scheduler should find the suitable
edge server that supports the SLA requirements of the ser-
vice, and rigidness defines the sensitivity for re-triggering
service scheduling in case the selected resource violates the
SLA (due to environment/infrastructure changes).

To support application deployment over vast and highly
variable edge infrastructures, we propose a delegated service
scheduling mechanism. As shown in Figure 1, both root and
cluster orchestrators have their separate scheduling compo-
nents that are responsible for solving a subset of the task
placement problem within their respective domains. Let
S = {s1, s2, . . . , s|S|} denote the set of services requested
to be deployed by the developers at the root. Each service
sp ∈ S can be composed of n individual microservices or
tasks, i.e. sp = {τp,1, τp,2, . . . , τp,n} where τp,i denotes i-th
task of p-th service. Each task τp,i requires a certain capacity
(CPU, GPU, memory), denoted by Qτp,i . Other considera-
tions like geographical location or virtualization technology,
specified by the developer in the SLA, are also part of Qτp,i .
The task of the scheduling components (in both root and
cluster) is to find a suitable resource in the infrastructure
that supports the requirements in Qτp,i . However, since
detailed resource availability and utilization information is
restricted within cluster boundaries, service scheduling in a
t-tier edge infrastructure hierarchy is conducted in t steps.

In the first step, the root scheduler matches Qτp,i to

Algorithm 2: Latency & Distance Aware Placement
Input: An : Information about worker n.

Qτp,i : Requirements of i-th task of p-th service.
Output: Best workers W to run τp,i.

1 W ← {n ∈ [1, |A|] |Acpun ≥ Qcpuτp,i ∧Amemn ≥ Qmemτp,i
∧

Qvirtτp,i
∈ Avirtn }

2 if |Qs2sτp,i | ≥ 1 then
3 for Qj in Qs2sτp,i do
4 t← Qtrgj
5 W ← {n ∈W | distgc(Ageon , Ageot ) ≤ Qgeo thrj ∧

disteuc(Avivn , Avivt ) ≤ Qviv thrj }
6 end
7 end
8 if |Qs2uτp,i | ≥ 1 then
9 for Qk in Qs2uτp,i do

10 u← Qlat trgk
11 rtts← {rtti,u | i ∈ rnd(W ), rtti,u = ping(i, u)}
12 vivaldiNet← {Avivn | n ∈ [1, |A|]}
13 Ũ ← trilateration(rtts, vivaldiNet)

14 W ← {n ∈W | distgc(Ageon , Qgeo trgk ) ≤ Qgeo thrk ∧
disteuc(Avivn , Ũ) ≤ Qlat thrk }

15 end
16 end
17 return W

∪(Ai) for each cluster such that ∃i(C0, Ci) ∈ E and cal-
culates a priority list of best-fit clusters. This step filters out
all clusters not suitable for the task, e.g., insufficient resource
availability, not within target geographical region, no sup-
port for the desired virtualization, etc. The root scheduler
then offloads the deployment request to the orchestrator of
the cluster with the highest priority. The request includes
both the task τp,i and its requirementsQτp,i . In the following
t − 1 steps, the respective cluster schedulers either find
a suitable worker for the deployment, resulting in early
termination of the t-step scheduling process, or in turn
calculate another best-fit sub-cluster and propagate the de-
ployment request down the branch of the tree I . Each cluster
scheduler can utilize different task placement algorithms to
find suitable workers within its boundary depending on the
metrics to be optimized [37]. In this work, we propose and
incorporate two different scheduling approaches.

(1) Resource-Only Match (ROM): As the name suggests, in
ROM, the cluster scheduler finds a suitable resource within
the cluster that satisfies the capacity requirements of the
service (see Algorithm 1). The scheduling approach is anal-
ogous to greedy-fit and knapsack-based solutions popularly
used for placing VMs on cloud servers in datacenters [52].

(2) Latency & Distance Aware Placement (LDP): LDP
(shown in Algorithm 2) builds on the ROM scheduler but
additionally considers latency and geographical distance
constraints for service placement. Since edge applications
can be composed of multiple microservices that can either
interact amongst each other (in a chain-like fashion) or
directly with end users/devices, we allow the application
provider to specify constraints for both service-to-service
(S2S) and service-to-user (S2U) links. The root scheduler
first filters unsuitable clusters by comparing their resource
constraints along with approximate geographical operation
zones to the SLA requirements. Within each cluster, the
algorithm first creates a list of candidate workers that sat-
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isfy the resource constraints. Then, for all S2S constraints
Qs2sτp,i , the algorithm filters out workers that exceed the
specified distance Qgeo thrj and latency thresholds Qviv thrj

to the target service t = Qtrgj . LDP estimates geographic
distance as the great circle distance (distgc) between the
geographic location of worker n (Ageon ) and the location
of the target service Ageot . The approximated latency is the
Euclidean distance (disteuc) between the location of worker
n (Avivn ) and the location of the target service Avivt in
the Vivaldi network [53]. Vivaldi is a network coordinate
system embedding networked nodes into a d-dimensional
coordinate system such that the Euclidean distance of two
nodes approximates their round-trip time. If the developer
has specified any S2U constraints Qs2uτp,i , LDP measures the
round-trip times (rtts) to the target as Qlat trgk from a
set of random workers in the cluster (i ∈ rnd(W )). The
measurements approximate the user’s position within the
Vivaldi network via trilateration [54]. Following that, LDP
filters out workers that either exceed the distance threshold
Qgeo thrk to Qgeo trgk or the latency threshold Qlat thrk to the
approximated user position Ũ .

Suppose the cluster scheduler cannot find appropriate
resources for all application microservices within the same
cluster. In that case, our federated clustering approach al-
lows the framework to place the services across several
multiple clusters. In that case, the root orchestrator itera-
tively requests the clusters in the priority list to search for
a locally optimal worker for service deployment. In case of
resource failures, which are highly probable at the edge, the
service manager of the associated cluster marks all affected
services as failed. The orchestrator then attempts to re-
deploy each service on another resource that satisfies the
SLA requirements within the same cluster. If unsuccessful,
the rescheduling request is recursively propagated to the
root orchestrator until a suitable worker is found [54]. Sim-
ilarly, if the cluster orchestrator observes SLA violations of
a running service, it triggers a migration. Service migration
follows a similar procedure as service rescheduling in case
of failures, except the original service is terminated once the
newer instance becomes operational.

Our delegated service scheduling approach significantly
reduces the problem search space of multi-objective task
placement at the edge by only considering a subset of candi-
date resources (limited to each cluster). Note that in addition
to our proposed ROM and LDP approaches, it is also possi-
ble to integrate extensive research on edge service schedul-
ing [37] into our framework, as long as the algorithm can be
re-architected to operate on a t-tier hierarchy. However, we
admit that our hierarchical scheduling mechanism sacrifices
global optimality for reduced complexity. Therefore, in the
future, we plan to leverage recent investigations on this
topic and incorporate heuristics and deadline-guarantee-
based approaches [55] to discover a near-optimal solution
with increased probability.

5 SERVICE COMMUNICATION

Supporting reliable intra-service (and service-to-user) net-
working in edge infrastructures can be quite challenging.
Unlike cloud environments, edge infrastructures are suscep-
tible to dynamic changes and hardware failures. Application
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Fig. 2: Service communication across edge servers.

deployment is more fluid at the edge as services migrate
to remain close to mobile users and dependent microser-
vices [56]. Furthermore, developers are likely to deploy
several instances of their application microservices to cover
a larger geographical area. As a result, traditional network
load balancing techniques [57] do not function well at the
edge as clients are not only interested in connecting to the
least loaded instance but also the one deployed “closest” to
them. Moreover, with multiple participating infrastructure
operators, it is impractical to presume that every edge
server will be accessible over a public network – which
is an implicit assumption for most existing orchestration
frameworks [15], [16], [26].

To overcome the challenges above, we design a ro-
bust networking component (named NetManager) that
(i) accommodates dynamic infrastructure changes and (ii)
transparently integrates resources from multiple operators
without imposing overheads on application providers. As
shown in Figure 1, NetManager is installed only at the
workers, which allows us to separate the bulk of data-plane
networking complexity from the control-plane operations.
Figure 2 shows the cross-section of the NetManager compo-
nent enabling communication between two services (service
A and B) deployed on different edge servers (worker 1 and
2). We use logical IP addresses to decouple the physical
address of the edge server from the address of the deployed
service, thereby forming a service overlay that remains
oblivious to underlying infrastructure changes. On top of
that, the addressing mechanism binds multiple semantic IP
addresses, namely serviceIPs, to each service operational
on the worker. Each serviceIPmaps to a different instance
of that service in the infrastructure according to a balancing
policy, which is tracked in the address conversion table
(analogous to a routing table). A serviceIP, drawing
inspiration from semantic routing [58], can be used by an
application to find the instance that best suits that policy
automatically. For example, in fig. 2, worker 1 maintains
ServiceA’s logical address for each instance as well as the
closest and round robin serviceIPs.

The address table also tracks serviceIPs of target
services (in this case, ServiceB) which allows ServiceA to
communicate with the closest instance of ServiceB using
closest serviceIP. The NetManager also includes local
mDNS which enables services to use load balancing naming
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schemes instead of IP addresses (e.g. serviceB.closest). At the
time t = 0, the worker sets all entries in the conversion table,
except the local service instance address, to null. Suppose
an operational service sends a network packet towards an
unknown address. In that case, the node requests an IP
resolution to the cluster orchestrator’s service manager (see
10 in fig. 1) and populates its table entries. Similarly, if
the table data is insufficient to instantiate a connection or
the serviceIP gives a network error, the worker explic-
itly requests its orchestrator for a conversion table refresh
– which is recursively propagated up the hierarchy until
resolved. Any future updates to the requested serviceIPs
are automatically pushed to the worker by the orchestrator.

The NetManager natively supports end-to-end en-
crypted transport-layer tunneling, using proxyTUN to (i)
transparently maintain the service overlay network across
multiple nodes and (ii) allow safe traversal over untrusted
networks. Each service requests the proxyTUN to establish
a connection to a serviceIP. The proxyTUN first chooses
the service instance based on the requested balancing policy,
then translates the semantic address to the logical address
through a table lookup. The proxyTUN actively maintains
and dynamically adjusts endpoints of the tunneled con-
nections to adapt to infrastructure changes, meanwhile en-
suring that the services continue to communicate uninter-
rupted. For ingress/egress traffic outside the edge infras-
tructure (e.g., towards private end-users or third-party end-
points), the proxyTUN uses the service manager in cluster
orchestrator as a VPN server that either redirects or tunnels
the traffic on behalf of the worker. In the future, we plan to
utilize multipath transmissions using MPTCP [59]–[61] over
multiple available network interfaces simultaneously at the
edge to improve network reliability and availability [21].

As the number of simultaneous service connections es-
calates, maintaining an increasing number of tunnels may
become a burden for proxyTUN. To overcome this, we
distinguish between configured and active links. We consider
a tunnel to be active only when services are using it for data
transmissions. In contrast, if a tunnel has been inactive for a
while, e.g., the service using it has migrated, it is marked as
configured and becomes a candidate for garbage collection.
Therefore, each resource Rij has maximum n − 1 outbound
configured links, one for every worker in the infrastructure,
where n =

∑
i(|Ci| − 1) (excluding RiCO). We can define

L as the set of all the configured links (Ril , R
j
m) ∈ L such

that ∀Ci, Cj ∈ C; 0 ≤ l < |Ci|; 0 ≤ m < |Cj | and Ril 6= Rjm.
Consequently, defining k as the maximum number of active
tunnels that can be maintained in each worker node, the set
A of the active links is A ⊂ L iff k < n . When the
number of required tunnels exceeds k, the tunnel eviction
mechanism uses the least recently used (LRU ) policy.

6 IMPLEMENTATION: OAKESTRA

As discussed in §3, edge infrastructures can be composed
of many heterogeneous devices with diverse form factors,
hardware characteristics, and energy constraints [6], [7],
[62]. From a software perspective, these devices can have
different runtime characteristics, including CPU architec-
tures, virtualization support, etc. An ideal orchestration

platform must be capable of absorbing the inherent in-
frastructure heterogeneity without amplifying operational
overheads – all the while providing developers familiar
techniques to seamlessly extend their cloud-supported ap-
plications to use the edge.

We implement our orchestration framework and its com-
ponents (shown in fig. 1) as Oakestra. Our comprehensive
implementation, spanning over 11,000 lines of code, sup-
ports popular development tools and virtualization tech-
niques necessary for edge computing. We currently restrict
Oakestra only to support a two-tier hierarchy (i.e., with-
out sub-clusters) since the topology already embraces most
edge computing models [4], [5] and can sufficiently demon-
strate the benefits of hierarchical orchestration at the edge.
However, Oakestra can be extended to support multiple
hierarchy tiers with relative ease.

Orchestration. We implement the root and cluster orches-
trators in ≈ 4500 and 2800 lines of Python code, respec-
tively. Infrastructure operators can initialize a cluster of
edge servers as workers attached to a cluster orchestrator
and register it with the root. The key technical difference
between the two orchestrators is the communication proto-
col for the control plane traffic. Within each cluster, control
message exchange between workers and the orchestrator
(i.e., worker statistics, scheduling directives, etc.) is over
MQTT, which is a lightweight message-passing networking
protocol that allows Oakestra to scale cluster sizes without
communication overheads efficiently. On the other hand,
the interaction between cluster and root orchestrator utilizes
HTTP(S) WebSockets, which implicitly allows us to monitor
the liveness of both orchestrator endpoints and trigger re-
medial actions in case of failures.

Service Scheduling and Management. Application
providers can deploy their services at the edge by sub-
mitting the SLA and code binaries to the root orchestra-
tor. Using our delegated scheduling scheme, the scheduler
component of the root and cluster orchestrator finds a
suitable placement for the services in the infrastructure.
We implement both ROM and LDP service scheduling al-
gorithms (discussed in §4) as language-agnostic plugins to
Oakestra’s scheduler. Our purposeful design choice allows
future extensions as researchers/developers can easily in-
corporate custom scheduling algorithms without significant
implementation overhead. Furthermore, since the schedul-
ing logic of each tier is independent and decoupled, cluster
operators can fine-tune the service scheduling and resource
utilization behavior of their cluster by customizing the algo-
rithm to their preference.

Oakestra also keeps track of deployed applications
throughout their lifecycle through a state machine. Each
service instance starts as requested, indicating that the root
scheduler has initiated the scheduling process. Once the
cluster orchestrator finds a suitable worker for the ser-
vice deployment, the service state becomes scheduled. The
worker deploys the service instance and periodically reports
the current QoS and current resource utilization (∪(Ai)) to
the cluster orchestrator – changing the service status to run-
ning. As discussed in §4, if the cluster orchestrator observes
lapses in expected service behavior, e.g., the service becomes
unavailable or violates its SLA, it triggers an implicit migra-
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tion request that is handled as a (new) scheduling request.
Once the migrated service instance becomes operational,
the previous instance is undeployed, and its status changes
to terminated. Oakestra also supports service replication
which follows a similar procedure as service migration,
except for the termination of original service. In case of
unexpected early termination or failures, the affected service
instances are marked as failed.

Networking. We implement the NetManager component
(see fig. 2) of NodeEngine in ≈ 3,000 lines of Go code to
ensure a low resource footprint without sacrificing perfor-
mance. The worker nodes obtain a unique subnetwork upon
registering with their cluster orchestrator during the initial
handshake. Each deployed service is mapped to a logical
address in the local subnetwork. The NetManager creates
a bridge that connects the virtual interface of the service
instance to the ProxyTUN component that is responsible for
ingress/egress traffic. The ProxyTUN handles ServiceIP
resolution (e.g., round-robin, closest) in a separate thread
and finally establishes UDP-based connection tunnels to
the resolved node/interface. Additionally, the NetManager
utilizes the MQTT communication channel between the
worker and the cluster orchestrator for receiving service
routing updates, e.g., in case of scaling, migration and
undeployment.

7 EVALUATION

In this section, we evaluate and compare Oakestra to
state-of-the-art orchestration frameworks through a series
of experiments in realistic infrastructure testbeds (§7.2). We
also investigate the effectiveness of our service scheduling
solutions (§7.3) and showcase Oakestra’s ability to support
the operation of realistic edge application workloads (§7.4).

7.1 Experiment Setup

We set up two different infrastructure testbeds for our
evaluation. Our High-Performance Computing (HPC) testbed
is a large VM-based compute cluster which allows us to con-
figure different experiment configurations in a controlled
environment. We use VMs of different sizes for our tests,
namely S, M, L, XL with 1, 2, 4, 8 GB RAM and 1, 2, 4, 8
CPUs, respectively. All VMs used Ubuntu 18.04 LTS over
x86 processors. Our other testbed is a Heterogeneous (HET)
edge-like cluster composed of devices with different hard-
ware configurations, e.g., Raspberry Pis [62], Intel NUCs [6],
mini-desktops, and Nvidia Jetson AGX Xavier [63]. While
VMs in our HPC testbed run on servers interconnected by
1 Gbps ethernet, our HET devices are interconnected via a
mix of WiFi and ethernet links. As a result, our HET setup
closely emulates a realistic deployment of edge computing
with wirelessly-connected constrained resources.

We attempted to compare Oakestra’s performance
against the most popular orchestration frameworks for
our system evaluation. However, despite our careful man-
agement, KubeFed [17], KubeEdge [25], ioFog [42] and
Fog05 [64] performed quite inconsistently in our setup, often
exhibiting random failures. We attribute this behavior to
their relatively early development stage and omit them from
our analysis. As a result, we compare Oakestra against
Kubernetes (K8s) [15], MicroK8s [26] and K3s [16], all of
which are widely used real-world production-ready systems
and have been proposed to operate at the edge [24], [27].

We use two different application workloads for our
evaluation. For our stress-test experiments, we utilize an
Nginx web server which allows us to control the operational
load on workers dynamically. We also developed a (live)
video analytics application that detects and tracks objects
in a video, which has been touted as the killer application
for edge computing [65]. The pipeline (shown in fig. 3)
is composed of four microservices [66]. The video source
sends an RTP encoded video stream 1 and can be replaced
with a live camera. For repeatable experiments, we use the
wildtrack dataset [67] as our source. The video aggrega-
tion service 2 stitches multiple camera feeds together and
performs some pre-processing for the rest of the pipeline.
The object detection service 3 uses YOLOv3 to detect
objects in every frame. The processed metadata is sent to the
object tracking service 4 , which tracks the movement of
each detected object across frames. All application services
were virtualized as Docker containers. We repeat all our
experiments at least ten times across multiple days. Only
one framework was operational at any given time, and we
flush the memory and disk of all resources at the end of each
run to avoid artifacts due to residual files. Unless otherwise
specified, we consolidate all workers in Oakestra within a
single cluster to architecturally resemble and remain com-
parable to other master-slave orchestration platforms (with
cluster orchestrator analogous to master).

7.2 Orchestration Performance

Service Deployment. Figure 4a compares the time taken
by each framework to deploy a low-footprint container-
ized Python application that tracks its deployment time.
To emulate a constrained edge environment, we configure
XL VM as root, L VM as cluster orchestrator in Oakestra
and master in other platforms. All platforms use S VMs
as workers. We increase cluster size from 2 to 10 workers
and measure overheads due to the service scheduler of
each framework by toggling its operation, shown with s
(scheduler) and ns (no scheduler). We observe that MicroK8s
and Kubernetes (K8s) perform significantly worse (≈ 10×
slower for MicroK8s) than Oakestra. MicroK8s’ perfor-
mance degrades considerably with increasing infrastructure
size. We also find that for frameworks other than MicroK8s,
scheduler operation adds almost negligible overhead to
service deployment. Our results are in line with other re-
cent measurements on the topic [27]. Note that Oakestra
exhibits minimal service deployment time, which remains
unaffected by infrastructure size.

Since K3s’s performance closely matched Oakestra, we
tested both platforms in our HET testbed and gradually
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degraded the network conditions by using tc utility. Fig-
ure 5 shows that Oakestra’s deployment time performance
surpasses K3s by≈ 20% with increasing network delays. We
observe similar behavior with packet losses on the network
as well. Specifically, Oakestra consistently outperformed
K3s, achieving ≈ 50% and 60% reduction in deployment
time with 20% and 50% losses, respectively (plot not shown
for brevity). Note that the above experiments use a single
cluster configuration, which is the worst-case scenario for
Oakestra’s multi-cluster orchestration. To better showcase
the capabilities of Oakestra, we record the time taken by
the root and cluster scheduler for a different number of clus-
ters and workers per cluster configurations (see fig. 6). It can
be observed that Oakestra achieves better performance
when the workers are somewhat balanced across multiple
clusters in the hierarchy (see minima around nine clusters
with five workers setting).

Scalability. Figures 4b and 4c compares each orchestration
platform’s idle resource consumption in the HPC testbed
with cluster size ranging from two to ten workers. Lower
overhead at the worker indicates the platform’s capability

to operate on constrained devices. On the other hand, lower
overhead at the master highlights the platform’s ability
to handle scale. We observe that all frameworks consume
considerably more CPU for their operation than Oakestra.
Between the competitors, we find that K3s has a low worker
node footprint while K8s supports scaling better as its
performance in the master remains relatively consistent. On
the other hand, thanks to its lightweight design, Oakestra
can support both scale and resource constraints at the edge
as it achieves ≈ 6× reduction in CPU and ≈ 18% memory
usage on the workers along with ≈ 11× less CPU and ≈
33% less memory on the master.

Figure 7 shows the CPU, memory, and bandwidth
overhead of Oakestra against K3s for increasing service
deployment. From Figure 7a, we find that K3s sends ≈
2× more control messages (from both worker and master)
compared to Oakestra on the network for orchestration
operations. Not only does the increased messages indicate
potential overhead of K3s in constrained edge network, but
also highlights its dependency on network conditions for
optimal operation – justifying our results in fig. 5. Figure 7b
compares the resource consumption in a cluster of 10 work-
ers as we increasingly schedule up to 100 Nginx containers
on each worker (totaling 1000 containers in the cluster). The
top half illustrates the worker’s utilization, while the bottom
shows the performance of the cluster orchestrator (or K3s
master). Note that the primary overhead in the master is
due to the scheduling operation. We find that the Oakestra
orchestration causes almost negligible overhead and can
support numerous services effectively, achieving ≈ 10–20%
better performance than K3s. Similarly, the low footprint
of Oakestra has significant operational advantages for the
workers. While K3s exhausted the available CPU at the
worker at ≈ 60 services, Oakestra was able to deploy 100
services with 30% CPU still available.

Networking. We now compare the performance of
Oakestra’s networking component to the state-of-the-art.
For our experiments, we set up multiple Nginx server
replicas on different workers, and then deploy a single
client performing GET requests to a server instance. Fig-
ure 9 (left) shows the average round-trip latency between
the client and the closest server. A lower RTT indicates
the effectiveness of load balancing by the platform. On
average, K3s performs ≈ 10–20% better than Oakestra in
a single client-server setup, while Kubernetes and MicroK8s
perform considerably worse – likely due to their substantial
operational overhead in constrained resources (as noted in
fig. 4). With multiple server replicas, the performance of all
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competitors degrades significantly, resulting in RTT infla-
tion of ≈ 20% compared to Oakestra. Closer investigation
revealed the cause of network overhead in a single ser-
vice instance setup to Oakestra’s traffic tunneling. Recall
from §5 that Oakestra uses L4-tunneled traffic to allow
communication across cluster networks. We evaluate the
impact of Oakestra’s tunneling on network performance
and compare it with WireGuard [68] – an open-source
tunneling solution used by most frameworks. We emulate
the network inconsistencies at the edge [1] by gradually
increasing the delay between the client and the servers from
10 to 250 ms. Figure 9 (right) compares the time to download
a 100 MB sparse file over HTTP using both approaches.
While WireGuard achieves ≈ 10% higher bandwidth than
Oakestra in low latency settings, the performance gap
diminishes with network delays. We also measured the per-
formance of both systems for different loss rates (1% to 10%)
and always found Oakestra to be in competitive range (2–
10%) of WireGuard. We must stress that Oakestra is in its
early development stages. We plan to investigate alternate
approaches such as L7 connection-level tunneling instead of
current L4 per-packet tunnels in the future.

7.3 Service Scheduling

We now evaluate our proposed ROM and LDP schedulers
in (a) HPC with up to 10 workers and (b) simulated infras-
tructure with up to 500 edge servers. While our HPC exper-
iments provide us an insight into the real-world operation
of our schedulers using Oakestra, our simulation exper-
iments allow us to investigate the behavior of the sched-
ulers at scale. We configure network latencies between edge
servers within 10 - 250 ms, which, as per recent research [12],
is a typical latency range between users and cloud datacen-
ters globally. We then instruct the schedulers (using SLA)
to find workers that satisfy 1 CPU, 100 MB memory, ≈ 20
ms latency (usual for immersive edge applications [1]) and
120 km operational distance. Figure 8a shows HPC results.

Native edgeIO K3s
0

100

200

300

400

500

600

P
ro

ce
ss

in
g

(m
s)

(a) Tracking

Native edgeIO K3s
3000

4000

5000

6000

7000

8000

9000

P
ro

ce
ss

in
g

(m
s)

(b) Detection

Native edgeIO K3s
1.0

1.2

1.4

1.6

1.8

2.0

2.2

F
P

S

(c) FPS

Fig. 10: Live video analytics application performance.

Since ROM only performs a best-fit match for overall com-
putational requirements, its calculation time is significantly
lower than LDP, whose computational complexity is much
larger due to distance calculations and trilateration in the
Vivaldi network. However, LDP almost always satisfies the
latency and geographical SLA constraints (shown as dashed
red lines) albeit at a higher calculation cost which increases
with infrastructure size.

We investigate the schedulers’ behavior further in our
simulation experiments (fig. 8b) which shows the LDP cal-
culation time with up to 500 workers and achieved RTT
latencies by both ROM and LDP. We find that LDP’s calcu-
lation time escalates several manifolds with infrastructure
size. However, the absolute time is still in the milliseconds’
range, which may not be a significant overhead as the
service is not yet operational. On the other hand, LDP can
effectively support latency-based service constraints at the
edge since it usually satisfies the latency thresholds even
in large infrastructures (see RTT in 500 worker cluster).
We attribute minor lapses in latency thresholds to Vivaldi,
whose accuracy is significantly affected by triangle inequal-
ity violations in large networks [53].

7.4 Realistic Edge Application Support
We now investigate the capability of the orchestration
frameworks to support the operation of the video analytics
pipeline described in §7.1. We create a cluster of four S VMs
as workers in our HPC testbed and map each microservice
of the application to separate workers. Interestingly, we
observed that both Kubernetes and MicroK8s were unable
to reliably support the application in our tests since their
orchestration components consumed the majority of the
resource’s capacity (see fig. 4). As a result, we compare
Oakestra’s performance to K3s, and without any orches-
tration (named native) on the same infrastructure. Since the
application can fully utilize the available resource capacity
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in the native setting, we consider it our baseline. Figure 10
shows our results. Oakestra and K3s exhibit similar per-
formance for object tracking, taking≈ 300-400 ms. However,
due to its minimal footprint Oakestra significantly out-
performs K3s for supporting the more resource-demanding
object detection, achieving results closer to the baseline.
Overall, application performance over Oakestra exceeded
K3s by almost 10%. We also replicated our experiments in
HET but skip its discussion as the application performance
was similar to HPC.

CONCLUSION

In this paper we presented a flexible orchestration frame-
work designed to support diverse and heterogeneous edge
computing environments. Through our unique hierarchical
cluster management, we allow multiple operators to partic-
ipate in a federated infrastructure while retaining complete
administrative control. We also designed a delegated ser-
vice scheduling mechanism and service overlay networks
to effectively deploy and support application services in
edge infrastructures spanning vast geographical regions
over different networks. We implemented Oakestra and
thoroughly evaluated it against the state-of-the-art using
various experiments in realistic edge testbeds. Oakestra
consistently outperformed its competitors, achieving ≈ 10×
reduction in resource usage and 10% improvement in appli-
cation performance.
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[66] S. Bäurle and N. Mohan, “Comb: A flexible, application-

oriented benchmark for edge computing,” in Proceedings of
the 5th International Workshop on Edge Systems, Analytics and
Networking, ser. EdgeSys ’22. New York, NY, USA: Association
for Computing Machinery, 2022, p. 19–24. [Online]. Available:
https://doi.org/10.1145/3517206.3526269

[67] T. Chavdarova et al., “WILDTRACK: A Multi-camera HD Dataset
for Dense Unscripted Pedestrian Detection,” in IEEE CVPR, 2018.

[68] J. A. Donenfeld, “WireGuard,” https://www.wireguard.com/.

https://doi.org/10.1145/3098208.3098212
https://doi.org/10.1145/3241539.3267740
https://arxiv.org/abs/2203.00647
http://arxiv.org/abs/1805.01725
https://doi.org/10.1145/3241539.3267738
https://arxiv.org/abs/2205.12138
https://arxiv.org/abs/2205.12138
https://www.raspberrypi.org/products/raspberry-pi-4-model-b/specifications/
https://www.raspberrypi.org/products/raspberry-pi-4-model-b/specifications/
https://www.nvidia.com/en-us/autonomous-machines/jetson-agx-xavier/
https://www.nvidia.com/en-us/autonomous-machines/jetson-agx-xavier/
https://fog05.io/
https://doi.org/10.1145/3517206.3526269
https://www.wireguard.com/

	1 Introduction
	2 Background and Related Work
	3 Framework Overview
	3.1 Challenges & Design Motivations
	3.2 System Architecture
	3.2.1 Root Orchestrator
	3.2.2 Cluster Orchestrator
	3.2.3 Worker Node


	4 Resource & Service Management
	4.1 Resource Management
	4.2 Service Deployment & Scheduling

	5 Service Communication
	6 Implementation: Oakestra
	7 Evaluation
	7.1 Experiment Setup
	7.2 Orchestration Performance
	7.3 Service Scheduling
	7.4 Realistic Edge Application Support

	References

